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Abstract: By increasing utility of cloud infrastructure as a result to increase the power consumption among datacentres still a critical research 

problem. Some approaches are used to solve this problem but still those approaches are not comfortable for parallel systems. To overcome this 

problem, this paper will present the bookworms of inside current datacentre what is available already and still what is required for energy 

optimization. We studied several algorithms like Lago Allocator, Best Resource Selection (BRS), Round Robin (RR), Energy Efficient (EE) by 

using Power-Aware, Non-Power-Aware and DVFS enabled Simulation techniques. Simulation results demonstrate that more power save in 

DVFS enabled simulation. 
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I. INTRODUCTION 

Cloud computing [1] is a type of service model computing. 

A pool of computing resources that can be ease manage \& 

access by user i.e. storage, servers, networks and some 

customer applications in the cloud. Cloud need to minimize the 

cost of hardware and software management. The main services 

provided by cloud computing i.e.  

1.  Software as a Service (SaaS) 

2.  Platform as a Service (PaaS) 

3.  Infrastructure as a Service (IaaS) 

SaaS gives contact to client applications succeeded by a 

third-party service provider, on condition if the essential 

groundwork is available on customer side. The PaaS 

agreements a platform appropriate for scheming, managing \& 

executing applications i.e.  Google App Engine. 

Correspondingly, IaaS conveys accessible computing 

infrastructure, including processing, virtualization, networks, 

and storage. IaaS agreements diverse capacity, processing 

speed and storage like VMs with changeable price on a pay-as-

you-go basis. Virtualization is the moving skill in cloud 

infrastructure that allows the extensive adaptation and 

application of cloud computing stage. 

     Infrastructures management cost-efficiently [2] is the 

significant jobs in the datacenter cloud. Numerous well-known 

information technology companies and administrations have 

mounted large amount of datacenters including thousands of 

servers computing to offer cloud services, like IBM, Amazon, 

Microsoft, and Google. The unbelievable development in 

quantity and datacenters size pointers to considerable 

consumption of energy. Agreeing to the survey in USA of 

Environmental Protection Agency (EPA), in 2006 

consumption of datacenters cloud about 61TWH of energy i.e. 

1.5\% of the total energy usage. The survey projected that the 

consumption of energy will be double each 5 years. Inside 

cloud datacenters 45\% of energy is consumed for the cooling 

machines, 40\% of power is consumed for infrastructures 

computing, and 15\% is gone in the energy creation units. 

According to EPA survey clear that 70\% consumption of 

power can be saved by implementing efficiency techniques of 

state-of-art at the computing infrastructure, cooling and power 

units. Table 1 compares the consumption of energy datacenters 

under implementing the state-of-art methods in 2011 [3]. 

 

ICT apparatus  2011 usage of 

energy 

Methods for power 

consumption 

Infrastructure  42.1 81.1 

Network systems 4.1 1.7 

Memory  4.1 18 

Servers  33.7 14.5 

Total  84.1 36.1 

 

In cloud infrastructure allocation of VM & VM placement 

procedure is one of the fundamental technology to attain this 

efficiency. Placement of VM and allocation procedure is a 

type of way mapping VMs to physical machines. After clients 

complete VMs selection, they'll be assigned to diverse 

physical machines for performing client application. Figure 2 

justify the process of assigning of VM. Allocations of VM 

have a straight effect on the wastage of energy so that’s why it 

is one of the significant areas in the Resource Management 

(RM). The foremost goal of the policy of allocation is to 

assign the accessible resources in a best way, i.e., the 

utilization of resource is increased to decrease energy 

consumption. 

Allocation of VM through efficient way still a crucial problem 

in high scale cloud computing platform. In this paper we 

review some different algorithms for efficient energy 

minimization in cloud datacenters. The authors discussed 

allocation of VM as a bin packing problem in [4]. They 

proposed best-fit decreasing algorithm BFD. In this paper we 

mainly focus on IaaS as a service. Our main aim is to reduce 

energy consumption in a cloud datacenters. 

 

The rest of the paper structured as follows: In section II we 

discuss some related works. In section III we discuss DVFS, 

power and non-power aware simulation techniques using 

Cloudsim tool for simulation. Section IV describe the 

conclusion. 
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II. RELATED WORK 

    In [4] the authors concentrate on resource management 

method that allow QoS restriction and reducing working costs. 

Accomplishment VM consolidation according to utilization of 

resource help to save energy. 

In [5] Berl et al focused on best energy scheme for cloud 

datacenters, especially in field of hardware background and 

networks. They also concentrate on reducing consumption of 

power in terms of hardware & software, refining the reducing 

communication & load balancing consumption of power. In [6] 

the author’s implements an allocation algorithm that minimize 

the burden on servers needs to attain small consumption of 

power. In [7] the authors suggest a method that assigns VMs to 

realize the objective of reducing consumption of power in 

virtualized cloud datacenters. In [8] a hybrid provisioning of 

VM technique is discussed, which is built on two techniques, 

(i) Spare Resources (SR) \& (ii) On Demand (OD). OD 

strategy begin the resources the time if they required. To escape 

the demands timeout concern, the authors applied SR approach 

to decline consumption of energy on private Clouds and escape 

violation of SLA. 

 In power-aware allocation of VM methods for best energy 

RM were proposed in cloud computing datacenters. In [4] 

authors suggest the problem about bin-packing, concentrate on 

algorithm PABFD for reducing of energy in datacenters. In [9] 

authors suggests VNs allocation scheduling algorithm to 

decrease consumption of energy during job completing in cloud 

computing datacenters atmosphere. Also this paper concentrate 

on to switch off the underutilized DVFS and machines. In [10] 

the authors discussed allocation of VM procedure. If demand 

does not match to some VM then they give priority to near that 

more appropriate pattern VM to the client to search remain in 

line. They also concentrated on to define perception of cloud to 

pick a best VM to help clients as well as keeping SLA and 

QoS. Still there is no optimum solution available to solve this 

hard problem for VM placement issue. In review literature a 

number of methods have been argued, with placement of VM 

and affinity aware to resolved difficult problems. In a 

datacenters energy saving maximize by maintaining VMs on a 

physical machines in an ideal approach. Allocation of VM as a 

bin packing problem were discussed in [4]. They described a 

best-fit decreasing on allocation of VM i.e. power-aware BFD 

(PABFD). PABFD assign a VM to a machine that will increase 

least power consumption, it also assign VMs to a machine that 

has few centers based on utilization of CPU. 

III. RESULTS 

We done several simulation in this section for different 

algorithms with RR, BRS, LAGO and MPD using Cloudsim 

simulator. We review all these algorithms through different 

techniques like NPA, PA and DVFS. There are some 

algorithms that we define in this paper. 

a)  Simulation Setup 

To verify various initial results, four standard scheduling 

algorithms like Round Robin (RR) , Lago Allocator, 

Best Resource Selection (BRS) and one Cloudsim 

power management algorithm i.e. Minimum Power 

Difference (MPD) have been applied and are matched in 

terms of completion tasks time and power consumption 

[5]. In case of RR, each VM is assigned to a different 

machine through circular policy. Machine that cannot 

assigned a VM are avoided. In some situation if there 

are no machines capable to accept VMs, the process of 

allocation is postponed. In case of BRS, the machine 

with the uttermost ratio (No. of MIPS in Use / Total No 

of MIPS) is nominated for any stayed VM next in queue. 

This assurances reducing of migrations and have an 

affinity to obtain quicker results. MPD is used as the key 

model of savings energy in Cloudsim atmosphere. All in 

queue VM is assigned to the machine which will 

consume fewer energy to run facilities on it. The 

selected algorithms have been examined using various 

mixtures of datacenter structures i.e.: Non Power Aware 

(NPA no need to switched off idle hosts), Power Aware 

(PA) (switched off idle machines), DVFS (underutilized 

hosts waste 70\% of its power and completely used hosts 

consumes 100%). 

A cloud datacenter is a set of physical hosts linked through a 

great network speed getting process and VMs customer’s 

workload. We conducted through small, medium and large size 

datacenters simulations to determine the above algorithms 

having heterogeneous hosts. By using small simulation 

datacenters, we define datacenter have 10 machines, 20 VMs 

and 20 tasks/cloudlets. By applying medium simulation 

datacenters, we define 100 machines, 200 VMs and 200 

cloudlets. Using large size datacenters we conducted 1000 

machines binds with 2000 VMs and 2000 cloudlets. Every 

machine has 1 processing entity (PE), 24 GB of Random access 

memory (RAM), 1 TB of hard drive, and gigabit Ethernet. It is 

expected that the machines are functioning on a cloud 

datacenter with x86 operating system, Xen as virtual machine 

monitor (VMM), and Linux as OS. Likewise, each VM uses 

tasks and has 300 bytes of data before and after the processing 

(standard of Cloudsim models) and one PE. Each task in a 

cloud datacenter has 10,000, 15,000, 20,000 and 25,000 MIPS 

in a round-robin fashion. 

In a terms of RR distribution all VMs having their processing 

abilities of 500, 750, and 1000 MIPS. For e.g. , during  

simulation where 10 VMs are created, 3 VMs with 750 MIPS, 

4 VMs are generated with 500 MIPS and 3 VMs are created 

with 1000 MIPS. All VM has 2,500 Kbps of BW, 128 MB of 

RAM and 2,500 MB of image size and Xen as VMM. In case 

of DVFS supported simulations [7], it is imaginary that when 

the machine is operative at low level of processing, it consumes 

70\% of its extreme energy, and the evolution of its burden 



International Journal of Modern Electronics and Communication Engineering (IJMECE)        ISSN: 2321-2152 
Volume No 4, Issue No 6, November, 2016 

 
 

RES Publication © 2012                                                                                                                                                                            Page | 51  
www.ijmece.org 

create a linear model. For e.g., when a 250W machine is 

functioning at 0\% volume it consumes 175W; when the same 

functioning at 50\% volume it consumes 212W, and when 

functioning at complete volume it consumes 250W. 

b) Simulation Results 

This section shows the simulation results. 

According to Figure 2, 3 and 4 using NPA and PA 

techniques, by applying Non-Power Aware techniques the 

algorithms i.e. RR, BRS, LAGO and EE have almost the same 

consumption of power. By using Power-Aware technique, 

small size datacenter simulation EE beat all other algorithms 

but during medium and large size datacenter simulation EE and 

Lago beat RR and BRS. 

 

  
Figure1. Small size datacenter power consumption for different algorithms 

 

 
     Figure2. Medium size datacenter power consumption for different 

algorithms 
 

 

Figure3. Large size datacenter power consumption for different algorithms 
 

Using DVFS enabled simulation technique in case of small 
size datacenter LAGO allocator beats all other algorithms. And 
in medium size datacenter Lago and EE almost have the same 
power consumption. 

 

 
Figure4. Using DVFS small size datacenter power consumption for 

different algorithms 

 
Figure5. Using DVFS medium size datacenter power consumption for 

different algorithms 

 

 
Figure6. Using DVFS large size datacenter power consumption for 

different algorithms 

 

IV. CONCLUSION 

Clouds are groups of never-ending computing resources with 

limitless routine that, deliver unlimited dimensions of resources 

at any time and robotically measure the performance of the 

system up and down as desired. Still, there are certain hazards 

related to cloud computing that must be determine and 

alleviated earlier than an organization’s be roamed into the 

cloud. Several intents are determined for energy management 

in cloud datacenters, including, cost energy reduction, promises 
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of application performance and increasing usage of energy 

renewable. In this paper we proposed a resource management 

model, and some initial results were estimated based on VM 

scheduling algorithms including RR, BRS, EE and LAGO 

using non-power aware and power aware DVFS enabled 

techniques. 
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